Visual Psychophysics for Making Face Recognition Algorithms More Explainable
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In computer vision, procedures for understanding how a target model perceives
a face have largely been in the form of dataset evaluation for recognition tasks
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studying vision have addressed this via the use of visual psychophysics: the con- Doddington’s Zoo
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3 Alternative Forced Choice "~ Item-Response Curve [1,2] H(T,I): a “herding” function to isolate Doddington et al.’s sheep from the goats, We generated item-response curves using data from the LFW dataset and ren- MFaceNet BFaceNet
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lambs, and wolves dered FaceGen models. The images at the bottom of each curve show how the

Input: 7, a “shepherd” tunction for a face recognition algorithm perturbations increase from right to left, starting with no perturbation.
Input: I, a set of input identities from a dataset
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Output: t,, the optimal threshold to produce I3
Output: [, the “sheep” identities isolated by the optimal threshold tj
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* normalized so chance is zero

Expression: Smile Opened ¢—rerfect Interesting Observations

_ Performance .
- L~ - OpenBR handcrafted features are not the worst performing approach

. “simsimple’, a shallow network with random weights, performs on par with
VGG-Face for FaceGen experiments

- FaceNet and OpenFace exhibit radically different behavior despite both re-
porting to be implementations of Google’s FaceNet [5]
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. Large-scale psychophysics evaluation S A shepherd function is wrapper function to the face recognition algo-

framework for computer vision [3] blur ; - rithm to be evaluated. A definition of a shepherd function:
- Built-in object and facial recognition

modules

10+ built-in transformation functions
- Highly modular, easily extensible

o
o

Bl model B
« Increasing Blur (sigma)

| Linear Occlusion__ T¢(1,,1,): a “shepherd” function that produces a similarity matrix for the face
Rendered e 174 recognition function f

Occlusion

.
1S

1 Recognition Rate

Human
Performance

"WVGG-Face

Y

Ran

o
N

\

B simsimplel References:
~+/ OpenFace [1] Embretson, S.E., Reise, S.P.: Item response theory for psychologists. Lawrence Erlbaum Associates, Inc. (2000).

B model B Input: f, a face recognition function that produces a feature representation OpenBR . [2] Scheirer, W.J., Anthony, S.E., Nakayama, K., Cox, D.D.: Perceptual annotation: Measuring human vision to improve computer
Chance  [FaceNet Original vision. |IEEE T-PAMI 36(8) (2014) 1679-1686.

« Increas ing Occlusion (%) . L.
Rotation +X Input. Ip’ a set of prObe ldentlt,le,s Performance 1 : : : 0.2 0 Image [3] RichardWebster, B., Anthony, S., Scheirer, W.: Psyphy: A psychophysics driven evaluation framework for visual recognition.
(a) Traditional . Natura ’ Input: [,, a set of gallery identities EEE T-PAMI (2018).
' | . 8205{;:/ 9205(5"5/ Rotation g 1: Rp L E ]p . f (z) - = - = - v - v — S — [4] Doddington, G., Liggett, W., Martin, A., Przybocki, M., Reynolds, D.: Sheep, goats, lambs and wolves: A statistical analysis
|| [Evaluation > B 51 1512 Baien 2 — = modsis 2 R «—icl. - f(Z) of speaker performance in the NIST 1998 speaker recognition evaluation. Technical report, NIST (1998).
e ' g g - [5] Schroff, F., Kalenichenko, D., Philbin, J.: Facenet: A unified embedding for face recognition and clustering. IEEE CVPR. (2015).

« Increasing Rotation (theta) .
3: S<1r, € Rp,rqg € Ry : dist(rp,rg) Acknowledgments:

4 5 normahze(S) Funding was provided under IARPA contract #D16PC00002, NSF DGE #1313583, and NSF SBIR Award #IIP-1738479. Hardware

https://github.com/0xBrandon/psyphy-public Output: S, the similarity matrix 4+—Increasing Perturbation support was generously provided by the NVIDIA Corporation, and made available by the National Science Foundation (NSF)
through grant #CNS-1629914.

I model A (best)

5 0 7T T T Cc = 0T




