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Has the AI renaissance solved handwritten 
document transcription?
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Objectives

● Segment the text
● Produce a faithful plaintext transcription of what appears 

on the page
● Perform machine translation
● Explore a text’s broader context via distant reading
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Machine Learning

● Learn a model for a task based on training data

● Success is often more related to data than the chosen 
learning algorithm

● Collecting data for problem domains where experts 
operate with specialized knowledge is difficult

● Special consideration for understanding what is easy and 
what is difficult
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Sam Anthony Ken Nakayama David Cox

Perceptual Annotation: Measuring Human 
Vision to Improve Computer Vision
IEEE T-PAMI, August 2014



Supervised Learning
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A “sink or swim” approach

No effort to tailor the learning to the human ability to learn from particular images.

Class Label: 
“Triangle”

Class Label: 
“Circle”



Perceptual Annotation

● Much information about human capacities can be of 
direct value for machine learning:

○ Some images are learnable, and some are not.

○ Learnability varies with experience.

○ Some things are easily learned, other things take more time.

● Such detailed information reflecting human capacity is 
what we call a perceptual annotation.
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Visual Psychophysics
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Probe psychological and perceptual thresholds 
through controlled manipulation of stimuli.

Careful management of stimulus construction, ordering and presentation 
allows for precise determination of perceptual thresholds.
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TestMyBrain.org
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Verba Volant, Scripta Manent : An Open Source 
Platform For Collecting Data To Train OCR Models 
For Manuscript Studies
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Digital Humanities, July 2018

Sam Grieggs Bingyu Shen



Measurements From Expert Annotators 

● Bounding boxes at multiple levels
● Pixel-level annotation
● Reaction time
● Likert scale rating of difficulty
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The Homer Multi-Text Project
http://www.homermultitext.org/
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http://www.homermultitext.org/


Christopher Blackwell and Neel Smith, https://github.com/cite-architecture/ict2
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Software: https://github.com/grieggs/Psychometric-Annotator



Document: Einsiedeln, Stiftsbibliothek, Codex 629(258), f.4r   – [Jacobus de Voragine] Legenda aurea sive
lombardica (http://www.e-codices.unifr.ch/en/list/one/sbe/0629) License: CC-BY-NC
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Measuring Human Perception to Improve 
Handwritten Document Transcription
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Sam Grieggs Bingyu Shen

arXiv, April 2019

Maria Ma Brian Price



Objective: Psychophysical Loss for Neural 
Networks
● Incorporate measurements of human vision into the 

training process of a CNN

○ Original perceptual annotation approach only applied to 
classifiers

● Build a transcription pipeline that really works

○ Too much emphasis on beating datasets in this area
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24008 ms

2852 ms

Easy

Hard

z = m− 2852 = 27148

max. time = m = 30000

Larger Cost

z = m− 24008 = 5992

Smaller Cost

Assigning Penalties for a Reading Task
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CTC Loss

Training Image Ground-Truth Label
Sequence

Training Data Set

Sequence Produced by Network

Shi et al. T-PAMI 2017
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Psychophysical Loss

Calculate a psychophysical penalty for images

Sorted reaction times:

Maximum reaction time:

Psychophysical penalty: 
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Psychophysical Loss

Associated 
Character 
Error Rate

-



Network Architecture
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Another choice for 
transcription: CRNN
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Shi et al. T-PAMI 2017



Results
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Does it work?
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What impact does psychophysical loss have? 
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Practical impact: average of 598 character errors and 
295 word errors were eliminated

IAM



What impact does the language model have? 
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IAM
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Off-the-Shelf tools popular in Digital Humanities

St. Gall
+ LM + LM



Where do we go after we transcribe 
the registers?
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Tesserae Project
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https://tesserae.caset.buffalo.edu/

Jeff Kinnison Nozomu Okuda
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